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Abstract

Speech synthesis is growing in importance as a method of providing voice-based access to digital infor-
mation. This paper describes the development of personalisable and friendly-sounding voice-interfaces.
In particular, it describes ‘DATR’, a toolkit for speech database creation for raw-waveform concatena-
tive synthesis, and discusses the features that need to be included when creating a corpus for human-
sounding information presentation. In conclusion, it warns of some security and moral issues that arise
when using natural-sounding recognisable-voice synthesis techniques, in order that the rights of the
indiviual and the responsibility of the source-provider are taken into consideration. '
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1 Introduction

Access to online information through the use of speech
synthesis will open up the internet to a wide range of
people, many of whom are currently unfamiliar with or
hostile towards the use of computers or keyboards but
who are often within easy reach of a telephone or radio
receiver. Developers of voice-based information-access
technology face some interesting challenges in provid-
ing services for such listeners, since the current stan-
dards of voice quality in telecommunications are much
higher than those of synthesised speech. This paper dis-
cusses some aspects of the voice-based interface for elec-
tronic information and describes recent progress towards
a ‘friendly’ or personalisable rendering device. It also
highlights some of the related legal and moral aspects of
this emerging technology.

2 Speech synthesis

There has been a shift of paradigm in approaches to
speech synthesis. The history of this technology shows
an evolution from compute-intensive limited-memory de-
vices towards memory-intensive but light-load systems
which make increasing use of natural speech sources for
voice-creation. Whereas the majority of speech symthe-
sisers in the nineteen-eighties relied on rule-based ap-
proaches, both for the prediction of an appropriate sound
sequence and for the production of the speech waveforms,
corpus-based developments throughout the nineties have
resulted in improved speech quality at the cost of in-
creased memory usage. Immediate improvements were
seen when phone-based parametric prediction of wave-
form spectral and prosodic characterisites [e.g., [1] was
substituted by diphone-based [2] and non-uniform [3] pa-
rameterisation, and similar improvements accompanied
the move from parametric to raw-waveform concatena-
tion methods (4, 5, 6].

2.1 Corpus-based speech synthesis

The introduction of large-corpus speech synthesis sys-
tems [7, 8, 9, 10] has reduced not only the computa-
tional processing load for waveform-generation, but also
much of the allophonic and prosodic prediction require-
ments, shifting the role of synthesis from knowledge-
based speech-production to data-based speech indexing
and retrieval. This has resulted in naturally-constrained
and naturally-varying human-sounding synthetic speech.

The development of large speech corpora for synthe-
sis research throughout the eighties was largely moti-
vated by the need for multiple examples of the acoustic
and prosodic variation arising from the different gram-
matical and phonetic contexts of natural speech. Statis-
tical analysis of these characteristics allowed the predic-
tion of appropriate parameters for intelligible-sounding
speech synthesis. A side-effect of this data collection was

that the corpora themselves became available for use as
a source for synthesis units.

It is a small step from statistical prediction of repre-
sentative characteristics to direct index-based re-use of
segments from the corpora in the synthesis procedure.
With large corpora being used as a source of synthe-
sis units, the requirement for statistical prediction of
the context-dependent variations is reduced. It becomes
possible instead to select a speech unit according to the
features of its context rather than having to manipu-
late its acoustic characteristics in an attempt to replicate
the context-specifiic variations. The need for statistical
modelling is replaced by the need for representative cor-
pora, and the requirements for extra memory are being
met by ever-increasing chip capacities.

Manipulation of prosodic or phonetic information in
speech by signal processing is still a non-trivial proce-
dure, and only rarely can it be performed without notice-
able degradation of speech quality. On the other hand, it
has been shown that the re-use of segments from natural
speech can provide very high quality synthesis iff ap-
propriate samples can be found in the source database.

By extension, this process is not just limited to wave-
form generation, but also to the prediction of the tar-
get characteristics; if the database is representative in
its coverage, then the need to predict the prosodic and
ricro-phonetic characteristics of the segment sequence
for synthesis is also eliminated. The prediction of context-
related speech variation is based on feature-labels de-
scribing the corpus segments, but by using direct selec-
tion of units according to the same feature-based keys,
the natural prosodic and microphonetic variations are
constrained to be appropriate by the same laws that en-
sure their characteristics can be statistically predicted
[11].

The logical benefit of such direct feature-based selec-
tion is that there is a reduction in the degree of possible
error; rather then two levels of potential inaccuracy, first
in the prediction and then in the selection stages, direct
feature-based selection of waveform segments, with its
elimination of the intermediate prosodic characterisation
stage, ensures that errors only arise from an inadequacy
in the coverage of the corpus.

If the input text for the synthesiser is suitably marked-
up with the required features for the expression of its
meaning, with phrasal boundary, accent, and focus in-
formation, then the processing requirements of the syn-
thesis engine are almost completely eliminated.

2.2 Personalised synthesis

The use of different voices in speech synthesis allows
application-specific or customisable ‘voice fonts’ to be se-
lected in much the same way as screen appearance can be
personalised under many computer operating systerns.
However, with raw-waveform concatenation, the amount
of information in the voice is greater than that of para-
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Figure 1: DATR’s Recording Screen

metric synthesis, and care has to be taken that the “font’
is appropriate to the content of the message. An exam-
ple of voice-content mismatch can be found at [12], where
sadness evident in the voice reading a weather-forecast
lends an inappropriate interpretation of the text.

The expression of emotion in the reading of a weather
forecast may inapppropriate, but the lack of such expres-
sion in the interpretation of a personal message may be
more so. Although current synthesis technology is very
limited with respect to paralinguistic modelling, the ex-
pression of emotion and speaker’s attitude is an integral
part of the spoken message and future synthesis must in-
clude the control of speaking-style and phonation-style
in addition to the control of phonetic and prosodic vari-
ation if it is to be expressive,

Work is under way on the analysis of the prosodic and
acoustic characteristics of emotion in synthesis [13, 14]
and on the collection of corpora of emotionally-marked
speech [15], but the labelling of paralinguistic charac-
teristics in speech is still very time-consuming as it cur-
rently can only be done by human judgement.

3 Speech corpora

The challenges immediately facing high-quality speech
synthesis are (a) the design, collection, and processing of
sufficient speech corpora for use as source-unit databases,
(b) the determination of a sufficient and adequate feature-
set for their labelling, and (c) the development of mea-
sures for evaluating and maximising the efficiency of the
corpus. This section describes components of ‘DATR’,
a suite of database processing tools recently developed
at ATR, and discusses elements of database design for
concatenative synthesis.

3.1 Tools for database processing

The ATR Database Acoustic-processing Toolkit Resources
(DATR) were developed individually for CHATR speech
synthesis processing [6], but have recently been merged
into a stand-alone piece of software for the recording,
labelling, and indexing of speech corpora.

The rescurces enable a new speaker’s voice to be reg-
istered for use in the CHATR synthesis system with min-
imal human intervention or supervision. An untrained
user can produce a database of careful speech which has
the balance of content required for concatenative synthe-
sis for a given application domain.

Like CHATR’s GUI interface [16] DATR is composed
of a core set of libraries linked and accessed through a
tel/tk interface, using the Snack [17] speech i/o modules
for recording and display of the speech waveform and
associated labels. It runs on both UNIX and Windows
platforms.

The text corpus is balanced to ensure adequate cov-
erage for the task requirements, and the database is
recorded interactively by presenting utterance prompts
in a sequence that is optimised to fill gaps in the acous-
tic space according to both domain-specific occurrence-
probability statistics and current database content.

The input is prompted at three levels, showing kanji,
kana and prosodically annotated phonetic transcriptions
for each sentence, with an andio sample also available
to indicate the preferred interpretation of the text (see
Figure 1). As each utterance is produced, the speaker
has a chance to compare it with the andio prompt and
re-record, if necessary, before sending it for processing
and labelling.
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Figure 2: Database Reduction Screen from DATR

Figure 3: Statistics and sound samples from the reduced database. Listeners can compare the effects of different
degrees of pruning by perceptual as well as statistical tests.

3.2 Database design

The optimal design for a CHATR speech database de-
pends on the use to which the synthesis is to be put.
For example, a finite domain, such as a number gram-
mar can be calculated to determine the occurrence prob-
abilities of all phonetic and prosodic contexts for any
given style of number; the variety of individual numbers
may be infinite, but the ways we can say them are pre-
dictable. Similarly with weather forecasts, for example,
the regions, weather types, and frame sentences form a
limited finite set, so their phonetico-prosodic characteris-
tics can be exhaustively computed and phonetic balance
guaranteed. Open-ended tasks such as news reading, on
the other hand, present a different type of problem; the
lexical content cannot be predicted in advance so more
general characteristics of the language must be estimated
instead.

For predicting the acoustic characteristics of proba-
ble sound sequences in news reading, we have processed
a large corpus of newspaper texts by first passing them
through the ‘kan2rom’ (kanji-to-romaji with accent and
pause information) text pre-processing modules of the
synthesiser (see samples below). After calculating the
minimum-entropy-based occurrence likelihoods for seg-
ments and frequently-occurring segment sequences [18]
(see Table 1) we then apply these to determine the in-
formation content of the component sounds and prosodic
contexts for each sentence in the corpus [19]. This mea-
sure of sentence-based acoustic novelty allows us to select
sentences for reading in a sequence optimised to provide

representative and balanced coverage.
korewaZ2shijoodoockooshi’daide2joojoo
galraine'Ndonilsakiokurinilnarulkano
oseegala’'rulkotoolaki'rakanilshltalmo
n o 5 -60.313850
do'oshiwa2se'efulklseegalo’oitolshij
cowaltooshlkakaralkeeeNlsarelkassee
kagalsogailsarerutolkyoochoolshlteli
t-a-5 -71.315048
yo'toowa2hooaNwa2shuuiNsecjikaika
kUcho'osaltokubetsu’ide2koNgetsulhat
sUkanilshiNgiirilshiljuuichigatsulfUt
sUkanilsaiketsulsurulhooshiNolkimete
1irub-121.312134
ka'ikoniloojitalbaailsaiko'yoomolar
ie’rugalchi‘NgiNwa?ya.’kulroku’warinil
da'uNlshlkamolichineNgo'tonilkoyook
e'eyakuolkooshiNlsurutoliulnaiyooda
-t-t-a-5 -84.344673
However, so-called phonemically-balanced sentences
can be extremely difficult to read aloud, and since a re-
laxed voice is usually preferred for synthesis, we do not
maximise the compactness of the sentences in order to
minimise the number of texts to be read. Instead, we use
a larger number of easier-to-read texts that are prefer-
ably contiguous. This requires a subsequent reduction in
the size of the database to avoid unnecessary duplication

of individual segments.

3.3 Database labelling

Acoustic parameter-extraction for segmentation and in-
dexing is performed in the standard way as for speech
recognition, and labelling is performed by alignment of



Table 1: Likelihood values for sound sequences in news sentences (the apostrophe represents an accent fall, numbers
are prosodic breaks, with ‘5’ indicating the end of a sentence). It is interesting to note that the past-tense marker
‘atta’ occurs very early in this list, being used more frequently than many single consonants.
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the known phoneme sequence for each utterance. Prosodic
feature extraction takes place after segmentation and
the details of each utterance are added to the index
database until adequate segmental and prosodic cover-
age is reached. As utterances are added to the corpus,
the balance is re-calculated and subsequent utterances
are prompted accordingly.

We are still experimenting with segmental and prosodic
labelling methods, and modules exist for both hidden-
Markov-model-based and DTW-based label alignment.
Prosodic feature abstraction uses analysis-by-synthesis
techniques based on J-ToBI prediction and verification
[20] to produce the high-level description of the segmen-
tal contexts.

To the extent that utterances agree with the pre-
scribed transcription, labelling can be performed fully-
automatically by these methods. However, since we can-
not be guaranteed that the speaker has verified each ut-
terance before sending it for labelling, a post-processing
module has been added to detect and flag segments that
differ by more than a pre-determined threshold from the
samples provided (see Figures 2-5 and next section).

3.4 Database reduction

If the speech database contains two segments that are
identical {or perceptually equivalent) then only one to-
ken need be retained for synthesis, and duplicates should
be pruned out for reasons of both elegance and efficiency.

Previous work [21] has shown that objective acous-

tic measures of the distance between synthesised speech
and its naturally-spoken original can correlate well with
perceptual evaluations of the synthesis quality. The bi-
spectrum [21] provides a good measure of distance be-
tween two signals that are phonemically equivalent. We
attribute the efficiency of this measure to the fact that
it incorporates phase information, which is particularly
important for concatenative synthesis techniques.

In conjunction with the acoustic measure of similar-
ity, we also employ a weighted measure of 4 prosodic fea-
tures (f0, fO-slope, duration, and power) to measure the
closeness between a given pair of phonemically equiva-
lent database segments. Thresholds for the combination
of these acoustic and prosodic measures have been de-
termined heuristically.

In DATR, the same measures are used both for eval-
uating and maximising the efficiency of the corpus. By
comparing each segment to its sample original, we can
detect mis-labellings and reject suspect segments from
inclusion in the index, as well as removing duplicates.

The speech database is pruned by excluding all phone-
sized segments that are within a given threshold of dis-
tance from another similar segment in terms of both left
and right biphone contexts. By adjusting the pruning
thresholds, we can determine the efficiency of the re-
sulting speech database along a size-quality continuum.
Smaller distance thresholds will produce a larger but
more finely-graded corpus, while relaxed thresholds will
further reduce the size of the corpus, though possibly at
the expense of resulting synthesis quality.
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Figure 4: Deleted segments for a given set of thresholds. Darker segments have nbeen flagged for exclusion because
they are within a threshold of similarity to other segments already present in the corpus

Figure 5: Segment availability statistics after pruning (counts show only segmental types, not the amount of
prosodic variation that they include).



4 Rights & Responsibilities

The use of recognisable and identifiable voices in speech
synthesis allows personalisation of information services,
but carries with it a potential for abuse. In the inter-
ests of the database providers, some issues of security
need to addressed before its widespread application. In
the meantime, controlled use, ie., the distribution of
pre-synthesised speech samples rather than whole speech
databases, is to be preferred.

In the foreseeable future, this technology may enable
the replacement of personality voices in broadcasting and
audio service provision. There is currently no copyright
on voice per se, and the synthesis makes use of small
enough chunks of recognisable voice to avoid infringe-
ment of any performance rights. However, we should
ensure adequate compensation for voice providers, and
before recording, speakers need to be informed of poten-
tial uses of their speech data.

Because the synthesised voice is recognisable, and as
that of a known human speaker, the listener may accept
the synthesised information with increased confidence,
not necessarily being aware that the source is mechani-
cally generated and therefore prone to computer or other
processing errors. Similarly, because the originator of
the voice can be identified, the content of the synthe-
sised texts should be monitored to prevent embarrass-
ment or abuse. Providers of voice-based information ser-
vices should be made aware of their responsibilities and,
if possible, laws should be enforced to ensure protection.

5 Conclusion

This paper has described some tools for use in the cre-
ation of corpora for raw-waveform concatenative speech
synthesis and presented an overview of the current tech-
nology. It has stressed the need for balanced and rep-
resentative source-unit databases for synthesis, and re-
flected on the paradigm shift wherein the size of the cor-
pus greatly increases computing memory requirements
while at the same time reducing the computing load.

1t is reassuring to note that this trade-off in the evolu-
tion of speech synthesis technology has brought it closer
to the characteristics of the human brain, in which the
memory-capacity is enormous while the processing speed
is extremely slow; the clock-rate of a neural synapse is
several centiseconds, while that of a digital computer is
measured in nanoseconds.

The basic requirements for human-sounding Japanese
speech synthesis are currently met by a J -ToBI-annotated
phonemic labelling of read speech but, with increases in
database size, we will soon require voice-quality, emo-
tion, and speaking-style labelling as well. Research is
currently being carried out on the identification of acous-
tic characteristics which will allow the automatic labelling
of these features for future synthesis systems.
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